
High-speed two-frame shadowgraphy
for velocity measurements

of laser-induced plasma and shock-wave evolution
Peter Gregorčič* and Janez Možina

Faculty of Mechanical Engineering, University of Ljubljana, Aškerčeva 6, 1000 Ljubljana, Slovenia
*Corresponding author: peter.gregorcic@fs.uni‐lj.si

Received March 1, 2011; revised May 9, 2011; accepted June 18, 2011;
posted June 22, 2011 (Doc. ID 143509); published July 20, 2011

We describe a high-speed, two-frame shadowgraph method for the two-dimensional visualization of an expanding
laser-induced plasma and shock wave in two time instances. The developed experimental method uses a 30ps,
green-laser, polarized pulse for the direct and delayed illumination separated by a variable time delay in the range
from 300ps to 30ns. Since the exposed images of a single event are captured with two CCD cameras, the established
method enables velocity measurements of the fast laser-induced phenomena within the nanosecond excitation-
laser pulse as well as at later times—when the excitation-laser radiation has already ended. © 2011 Optical Society
of America
OCIS codes: 120.4820, 140.3440, 320.4240.

During laser–material interaction, a plasma plume is
generated when there are sufficiently high laser-pulse in-
tensities [1]. This results in a microexplosion, which pro-
duces a shock wave that propagates into the surrounding
medium. Since the propagating shock wave contains im-
portant information about the laser–material interaction
[2], a detailed, spatially and temporally resolved charac-
terization of the laser-induced plasma and the shock
wave is of great importance in various medical [3,4] and
industrial applications [5–7].
The methods used in the characterization of laser-

induced plasma and shock waves include different opti-
cal techniques, such as shadow and streak photography
[8–11], holography [12], laser-beam-deflection probe [13],
interferometry [14], and laser-induced spectroscopy
[15,16]. Since the plasma and ablative shocks are short,
transient phenomena that exhibit significant pulse-to-
pulse variations, there is a special interest in methods
that provide their spatially and temporally resolved char-
acterization [17]. A laser-beam-deflection probe, for ex-
ample, can provide temporally resolved detection at a
single point in space, while shadow photography is cap-
able of capturing two-dimensional (2D) spatially resolved
information at a single moment [13]. On the other hand,
ultrahigh-speed 2D shadowgraphy [18] and holographic
recording [12,19] make possible measurements of spa-
tially resolved information in a limited number of time
instances, but require a very complex environment.
A great interest in instantaneous-velocity measure-

ments of plasma and shock waves produced by high-
intensity, nanosecond laser pulses arises from many
laser-assisted applications, where the shock-wave peak
pressure, which is related to the shock-wave propagation
speed [10,20], is a crucial parameter. Since these expan-
sion velocities exceed 100 km=s [21,22], successive 2D
images of a single event should be captured in a time in-
terval shorter than 1ns. In addition, to get insight into
the development of plasma within the few-nanosecond-
excitation-laser pulse, time delays below 1 ns are also
mandatory.

In this Letter we present a new high-speed, two-frame
shadowgraphy that enables 2D visualization of a single
optical breakdown event in two time instances. The de-
veloped method has a variable delay between the direct
and the delayed 30 ps illumination, in the range between
300 ps and 30 ns. The capability of the presented method
is demonstrated by velocity measurements of the laser-
induced plasma and the shockwave in air.

The experimental setup is schematically shown in
Fig. 1. A Q-switched Nd:YAG laser (λ ¼ 1064 nm,
Quantel, France, Brio) is employed as the excitation la-
ser. It emits 4ns (FWHM) pulses with energy of 14mJ
after the attenuator (A). The pulse is detected by the fast
1GHz photodiode (PD1). The excitation beam is guided
through the beam expander (BE) and focused to a diam-
eter of 50 μm in air under standard conditions. As the il-
lumination source, we used a frequency-doubled Nd:YAG
laser (λ ¼ 532 nm, Ekspla, Lithuania, PL2250-SH-TH)
with a pulse duration of 30 ps. After the half-wave plate
(HWP), the beam polarization forms a 45° angle with re-
spect to the optical table. The polarizing beam splitter
(PBS) transmits the x-polarization (the direct beam) and
reflects the y-polarization (the delayed beam) into the de-
lay line. The path of the delayed pulse is 0:1–10m longer
than the path of the direct pulse. In this way, we can pro-
duce an arbitrary time delay, Δt, in the range between

Fig. 1. (Color online) Experimental setup of the high-speed,
two-frame shadowgraphy.
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300 ps and 30ns. Here, the shortest time delay,Δt, is the-
oretically limited by the illumination-pulse duration, but
practically it should be at least 1 order of magnitude long-
er. If a shorter delay line is required due to higher velo-
cities of the observed phenomena, a shorter illumination
pulse should be used.
The illumination pulses are detected with the photo-

diode (PD2) placed behind the second PBS, which com-
bines the direct and delayed pulses into the same path.
Before the illumination of the laser-induced phenomena,
both pulses are expanded with the BE. A narrow band-
pass filter (BPF) centered at 532 nm is placed between
the breakdown region and the microscope to block the
light emitting from the plasma. Another PBS is placed
inside the microscope, where it divides the direct (x-
polarized) pulse to the camera Cx and the delayed (y-
polarized) pulse to the camera Cy, so two 2D images
of a single event at two time instances are captured
with inexpensive CCD cameras (Basler AG, Germany,
scA1400-17fm, 1.4 Mpx). The lasers and the cameras
are synchronized with a pulse generator connected to
a personal computer, allowing an electronic variation in
the delay between the excitation and the illumination
laser pulses. The experimental setup is automatically
controlled with specially developed software that also
enables data acquisition from a digital oscilloscope as
well as image acquisition and the subpixel alignment of
captured images and subsequent image processing.
The presented method can be used for instantaneous-

velocity measurements and for a threshold analysis of the
laser-induced breakdown. To demonstrate this, we mea-
sured the evolution of the laser-induced plasma and
the shock wave in air with different delays, Δt, between
the direct and the delayed illumination. Typical pairs of
images captured during an independent breakdown
event and using different delays, Δt, are shown in Fig. 2.
The measured velocities v and the times of the direct ex-
posure t1 are shown on the left-hand side of each image
pair, while the times of the delayed exposure t2 can be
calculated as t2 ¼ t1 þΔt.
By using the shortest delay, i.e., Δt ¼ 300 ps, the tem-

poral origin of the plasma can be determined, as is shown
in Fig. 2(a). In this case, the image illuminated by the
direct pulse is empty, while the image exposed with
the delayed pulse 300 ps later shows the plasma at the
very beginning of the breakdown. It is clear that the

breakdown starts within this 300 ps time interval. With
this technique, we are able to determine at which time
during the excitation-laser pulse the average breakdown
initiation occurs. The time zero in our experimental re-
sults corresponds to the average breakdown initiation.
Since the breakdown is a statistical process, an indivi-
dual breakdown can occur before or after our zero time.

The velocity measurements of the laser-induced plas-
ma and the shock wave are shown on a log–log plot in
Fig. 3. Here we measured the instantaneous axial veloci-
ties, v, of the plasma and the shock-wave evolution to-
ward the excitation-laser radiation as a function of the
time t after the breakdown initiation. The coordinate
of an individual point ðv; tÞ is calculated as

ðv; tÞ ¼
�
d2 − d1
Δt

κ; t1 þ t2
2

�
; ð1Þ

where d1 and d2 are the top positions (in pixels) of the
observed phenomena on the direct and delayed images,
separately, and κ ¼ 0:7 μm per pixel corresponds to the
spatial resolution of the optical system. Since the mea-
sured axial velocities of the plasma development vary
from 100 to 600 km=s in the first nanosecond after the
breakdown initiation, we used the shortest delay, i.e.,
Δt ¼ 300 ps, for this case [see also Figs. 2(b) and 2(c)].
Here, a significant measurement noise arises from the

Fig. 2. (Color online) Typical pairs of images captured during the independent breakdown events (at different times, t1) and with
different delays, Δt. The excitation-laser beam is entering from the top. The scale is shown with the black bar.

Fig. 3. (Color online) Axial velocity of the plasma and
shock-wave evolution toward the excitation-laser radiation as
a function of time t after the breakdown initiation. The solid
curve shows the fit of the theoretical model for the spherical
blast wave.
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different mechanisms of plasma expansion [1,21]. The
higher axial velocities (e.g., 300 km=s in Fig. 2(b)] corre-
spond to the events recorded during the fast ionization,
while the lower axial velocities are related to the events
captured during the detonation wave (e.g., see Fig. 2(c)
with v ¼ 120 km=s).
When the fast ionization ends (t ∼ 2 ns), the measure-

ment noise in Fig. 3 is significantly reduced. Since the
velocities of the plasma-driven shock wave are much
lower than the velocities of the plasma development,
the delay Δt should be appropriately prolonged. During
our measurements, we were adapting the time delay Δt
so that the difference d2 − d1 was in the range between 75
and 150 pixels. A typical image of the shock wave driven
by the expansion of the high-pressure plasma is shown in
Fig. 2(d). Here, the shock wave already has the ellipsoi-
dal shape, and the measured axial velocity is 31 km=s.
In our experiment, the excitation-laser radiation ends
around 5 ns after the breakdown initiation.
Approximately 30 ns after the breakdown initiation,

the plasma-driven shock wave is converted into a nearly
spherical shock wave, as is clear from Fig. 2(e), captured
at t1 ¼ 55 ns. The solid curve in Fig. 3 represents the the-
oretical velocity obtained by fitting the model for the
spherical blast wave [20] to the data measured more than
30ns after the breakdown initiation. Here, we used the
standard conditions (p ¼ 105 Pa, T ¼ 25 °C) for air.
At times longer than 3 μs the shock wave starts to con-

vert into an acoustic wave and its velocity approaches
the speed of sound, i.e., about 350m=s. In this area, the
measurement noise increases again due to a short delay
line. Based on the assumption that the uncertainty in the
image processing is five pixels, at least 25 pixels of dif-
ference between the top positions on both images are
necessary for an error of less than 20%. Therefore, our
experimental setup with the longest delay of Δt ¼ 30 ns
enables accurate measurements of velocities greater
than 580m=s. The measurements with lower velocities
are marked with the gray dots in Fig. 3. In order to im-
prove these measurements, a longer delay line should be
used, which can be most appropriately realized with op-
tical fibers.
If a longer time delay, e.g., Δt ¼ 5:5 ns, is used at the

very beginning of the breakdown, it is possible to observe
how the plasma develops the shock wave. On the left-
hand side of Fig. 2(f), the structure of the plasma at t1 ¼
400 ps indicates that the breakdown occurs at different
points within the excitation-beam volume. At later times,
the blast waves propagating from local centers combine
into a single shock wave, as can be seen from the image
captured 5:5 ns later. However, an inappropriately long
time delay Δt between both images gives an average
velocity that does not conform to the instantaneous ve-
locity, e.g., the axial (average) velocity v determined
from Fig. 2(f) is 78 km=s, while the axial (instantaneous)
velocity v for the corresponding time (t ¼ 3 ns) is
∼55 km=s (see Fig. 3).
In conclusion, we demonstrated that the developed

method enables the 2D observation of a single, fast,
laser-induced phenomenon in two time instances. Since

it uses two CCD cameras and a variable time delay
between 30 ps-illuminations, it gives an insight into the
plasma and shock-wave development within the nanose-
cond excitation-laser pulse as well as at later times. We
point out that the time delay between successive images
should be shorter than 1 ns to obtain the correct instan-
taneous velocities of the laser-induced-plasma develop-
ment in air. Compared to the existing ultrahigh-speed
2D shadowgraphy, the presented method enables much
shorter time delays, down to 300 ps, which can be fur-
ther reduced by employing shorter illumination pulses.
Therefore, it can be used for a detailed analysis of
laser-induced breakdown, such as an analysis of the
breakdown occurrence and the plasma evolution. More-
over, due to its simplicity, the developed method pres-
ents an easily accessible solution for many industrial and
medical research-environments, where temporally and
spatially resolved observation of different kinds of laser-
induced phenomena in transparent media is required.
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